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Before We Beginé

¸ SKT NV-Array (NVMeJBOF) has been evolving..

OCP US Summit 17 OCP US Summit 18

HA Software Capacity
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NV - Ar ray  Demands  and  

Bas i c  A rch i tec tu re
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¸ Advanced applications, with significant resource requirements, are becoming ready for deployment:
ҍUHD video streaming requires double the bandwidth of full HD (20Mbps*20K users = 400Gbps)

ҍVirtual/augmented Reality based services will evolve to beyond 4K(i.e. 8K to 12K)360-degree res.

ҍ 5G wireless communications needs 1/10 latency compared to 4G LTE

¸ Composable infrastructures are emerging in order to maximize the utilization of these resources:
ҍDynamic reconfiguration of compute, storage and networking allows for the optimal

combination of hardware for a specific application

Increasing Demands for Efficient Infrastructure
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5G vs. 4G Latency 

Storage with large capacity, low latency, high bandwidth and composability is 

a key component of the recently required infrastructure

What else required for 5G?
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NV-Array Architecture At a Glance
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¸ The NV-Array is designed for high availability, with redundant PCIe switch boards
ҍ 24 dual port NVMe SSD slots
ҍ Base Management Controller with Redfish and IPMI
ҍ 10 Upstream (Host) Ports

¸ The Host Bus Adaptor provides PCIe cable connectivity to the NV-Array (on COTS servers)
ҍ PCIe x8 and x16 host slot options
ҍ A single HBA can provide two cables to the NV-Array for HA support


