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1.5 Billion 1.3 Billion 800 Million2.1 Billion
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FACEBOOK—INTERNET

FACEBOOK INTERNAL
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A history of building for scale



What worked in the past is not enough for the future
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InnovateScalePartner
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Network
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Network

Software
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Network

Hardware Software
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Network

Hardware Software



Wedge 100 + Arista EOS

• Arista EOS available for Wedge 100 hardware – disaggregation
• Proven, familiar software



Backpack + Cumulus

• Yahoo! JAPAN
• Engineering workshop tomorrow



Wedge 100S + Big Switch

• Open source package
• Engineering workshop tomorrow



ONL

FBOSS	Agent

FRR Open/R

ONIE

Disaggregation
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Data centers
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InnovateScalePartner
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Traffic flow in to network

People

Points of PresencePOP#1 POP#2

Backbone

Data center region 2Data center region 1
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Zoom into a region

Fabric Aggregation layer
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Role of fabric aggregation layer

Data Center Fabric #1 Data Center Fabric #2 Data Center Fabric #N

Backbone

Fabric Aggregation layer
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Fabric Aggregation Layer
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We had to innovate
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3x+

At least
3X more ports

Design considerations

Power efficiency Flexible and
adaptable design

To be solved in short 
duration of time
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The solution:

Fabric Aggregator
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Wedge 100S

Integrating disaggregated building blocks
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Wedge 100S

+

Integrating disaggregated building blocks

=
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Architecture 

Operational
aspects

Design elements 

Cable 
assembly

Software 
scaling

Workshop: 
“Scalable designs for DC: Fabric aggregator” 

Workshop:
“FBOSS Operationalization”  
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DACPIG-TAIL AOC CWDM4 PSM4

Cable backplane options
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Monolithic vs Disaggregated
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Operational efficiency • Re-use of building blocks minimizes the # of SKUS

• Significant reduction in technical and process overhead

Smaller fault domains • Inherent property of distributed architecture

• FA provides higher port density
• 60% more power efficiency

Power & design efficiency

Move Fast
• Ideation -> Production in 5 months
• Doubled the capacity in 9 months
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Flexible and
adaptable design

• Flexible capacity allocation
• Disaggregation allows for adoption of new building blocks
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• Lower power consumption

• Enables higher density

• Requires new standards

What next?  

PLUGGABLE OPTICS CO-PACKAGING OPTICS AND ASIC WITH 
MODIFIED I/O

• Power levels stretched for 100G

• Unsustainable for 400G

• Limited by packaging
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InnovateScalePartner
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Looking
ahead
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Enables higher density, lower power.

Co-packaged optics
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SYSTEM FABRICSCONTROLS / PROTOCOLS / LOGICCOMPONENT MATERIALS PHOTONS / ELECTRONS
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NETWORK TRANSCEIVER CHIPS & DISKS FIRMWARE & LOGIC SYSTEM FABRIC
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Moving faster and innovating as a community

Network

Hardware Software
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